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Figure 1: Left panel : The posterior distribution for the late-Universe parameters
H0,⌦m and �8 obtained with priors on !b from Planck (gray contours) and BBN (blue
contours). For comparison we also show the Planck 2018 posterior (red contours) for
the same model (flat ⇤CDM with massive neutrinos). Right panel : The monopole
(black dots) and quadrupole (blue dots) power spectra moments of the BOSS data for
high-z (upper panel) and low-z (lower panel) north galactic cap (NGC) samples, along
with the best-fit theoretical model curves. The corresponding best-fit theoretical
spectra are plotted in solid black and blue. H0 is quoted in units [km/s/Mpc].

adopted in this work allows for a clear comparison between the two experiments at
the level of the fundamental ⇤CDM parameters. Our measurement of H0 is driven by
the geometric location of the BAO peaks, whereas the limits on ⌦m result from the
combination of both the geometric (distance) and shape information. �8 is measured
through redshift-space distortions. We performed several tests to ensure that our
constraints are saturated with these three effects, and confirmed that distance ratio
measurements implemented through the Alcock-Paczynski effect can only marginally
affect the cosmological parameters of ⇤CDM. However, the situation changes in
its extensions, in which the Alcock-Paczynski effect becomes a significant source of
information.

It is important to emphasize that we did not assume strong priors on the power
spectrum shape in our analysis, in contrast with the previous full-shape studies,
which used such priors. In order to explore the relation with those previous works
we ran an analysis with very tight shape priors and obtained essentially the same
results as in Tab. 1. However, in that case ⌦m cannot be viewed as an independently
measured parameter, since the shape priors completely fix the relation between ⌦m
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Fluctuations are not random!



Cosmology is science about density fluctuations,
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ωb, ωcdm

also fix rd. Hence, the ↵-analysis and our method should be technically similar if we
fix rd in the ↵-analysis and !b,!cdm from our side.

Another important observation is that the ↵-analysis assumes H(zeff) and DA(zeff)

to be completely independent from each other, while in reality they are related by
construction,18

DA(z) =
1

1 + z

Z z

0

dz
0

H(z0)
. (6.1)

In ⇤CDM a prior on !m completely fixes the relation between the two at any redshift.
Once we impose this relation,19 the limits on H and DA from the ↵-analysis coincide
with the limits obtained with our method (modulo some small difference which can
be explained by the use of slightly different priors and theoretical models, see App. D
for more detail). This can be seen in Fig. 5 and Tabs. 6, 7.

One can notice that the ⇤CDM priors have a very dramatic effect on the mea-
surements of H and DA, whose errorbars reduce by a factor of few compared to the
basic ↵-analysis without any priors. However, the effect on DV is not very strong.
This reflects the observation that DV is the best measured combination of DA and H,
which is extracted directly from the monopole, while H and DA are measured from
the quadrupole, which has significantly bigger statistical errors.20 This statement is
not obvious from our analysis as the errorbars on all three distances H, DA, and DV

are comparable in ⇤CDM.
In order to better understand the situation we analyze the BOSS data assuming

a generic dynamical dark energy (DDE) model, described by the following Friedman
equation:

H
2(z) = H

2

0

⇣
⌦m(1 + z)3 + ⌦⇤ + ⌦de(1 + z)w0+wa

z
1+z

⌘
. (6.3)

We assume the following flat priors on wa and w0:

⌦de 2 (0, 1) , w0 2 (�2,�0.33) , wa 2 (�5, 5) , (6.4)

18We work in the unit system with c = 1.
19To that end we have run mock MCMC chains that fitted DA and H from the Gaussian likelihood

for rd assuming ⇤CDM. Then we found the principal component of these variables and imposed
this as a prior in the MCMC chains which sampled ↵ parameters.

20It is useful to compare our limits with the ones obtained in the main BOSS Fourier-space BAO
and FS power spectrum analyses, see Refs. [6, 82]. These are

DV (zeff = 0.38) = 1493± 28 [Mpc] , DV (zeff = 0.61) = 2133± 36 [Mpc] , (FS) ,
DV (zeff = 0.38) = 1479± 23 [Mpc] , DV (zeff = 0.61) = 2141± 36 [Mpc] , (pre-recon BAO) ,

DV (zeff = 0.38) = 1474± 17 [Mpc] , DV (zeff = 0.61) = 2144± 20 [Mpc] , (post-recon BAO) .

(6.2)

Note that these limits were obtained by using slightly different datasamples (NGC+SGC), kmax

cuts and the theoretical model, and hence should be compared to our results shown in this section
with some caution.
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easy to model and easy to measure!

ωb, ωcdm

also fix rd. Hence, the ↵-analysis and our method should be technically similar if we
fix rd in the ↵-analysis and !b,!cdm from our side.
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Once we impose this relation,19 the limits on H and DA from the ↵-analysis coincide
with the limits obtained with our method (modulo some small difference which can
be explained by the use of slightly different priors and theoretical models, see App. D
for more detail). This can be seen in Fig. 5 and Tabs. 6, 7.

One can notice that the ⇤CDM priors have a very dramatic effect on the mea-
surements of H and DA, whose errorbars reduce by a factor of few compared to the
basic ↵-analysis without any priors. However, the effect on DV is not very strong.
This reflects the observation that DV is the best measured combination of DA and H,
which is extracted directly from the monopole, while H and DA are measured from
the quadrupole, which has significantly bigger statistical errors.20 This statement is
not obvious from our analysis as the errorbars on all three distances H, DA, and DV

are comparable in ⇤CDM.
In order to better understand the situation we analyze the BOSS data assuming
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⌦de 2 (0, 1) , w0 2 (�2,�0.33) , wa 2 (�5, 5) , (6.4)

18We work in the unit system with c = 1.
19To that end we have run mock MCMC chains that fitted DA and H from the Gaussian likelihood

for rd assuming ⇤CDM. Then we found the principal component of these variables and imposed
this as a prior in the MCMC chains which sampled ↵ parameters.

20It is useful to compare our limits with the ones obtained in the main BOSS Fourier-space BAO
and FS power spectrum analyses, see Refs. [6, 82]. These are

DV (zeff = 0.38) = 1493± 28 [Mpc] , DV (zeff = 0.61) = 2133± 36 [Mpc] , (FS) ,
DV (zeff = 0.38) = 1479± 23 [Mpc] , DV (zeff = 0.61) = 2141± 36 [Mpc] , (pre-recon BAO) ,

DV (zeff = 0.38) = 1474± 17 [Mpc] , DV (zeff = 0.61) = 2144± 20 [Mpc] , (post-recon BAO) .

(6.2)

Note that these limits were obtained by using slightly different datasamples (NGC+SGC), kmax

cuts and the theoretical model, and hence should be compared to our results shown in this section
with some caution.
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CDMΛ H0 from position of the BAO peakCMB
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Standard LSS analyses, like BAO or  , always assume cosmology ( ) from the CMBfσ8 ωm

We want cosmology from LSS as much independent of the CMB as possible

— we want to make sure that the two are consistent before we combine them

— at some point, LSS will be the leading probe of cosmology

 , , DE, DM interactions, early universe physics, EDE, dark sector phase transitions,  , etc. ∑ mν fNL Neff

Examples of new physics we can constrain



The resolution with which we can predict clustering maps is very important

information ~  ~ Npix (lmax/lmin)D

encoded in CV error bars  —  S/N ~  ~ Npix Vk3
max

2x res      8x information→



Variance of the density field  —   σ2
R ≈ ∫

1/R

0
k2dk P(k)

Fluctuations are small when   — at , this happens for  ~ few Mpc/h σ2
R < 1 z = 0.5 R



No need to be perfect at small scales  — the ultimate resolution set by the number of galaxies

Information saturates when P(k)n̄ ∼ 1

typical separation is ~10 Mpc/h



Fundamental plot of observational cosmology
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In the era of large volume surveys 

we need more precision/accuracy on large scales

This is a perfect setup for perturbation theory

(large volume means higher redshifts where the fundamental plot of observational cosmology looks even better for PT)



Key ingredients for perturbative description of galaxy clustering

Fluctuations are small on large scales — perturbation theory

δL

δL

δL

δL

δL

δL

δS

∼ R2k2Plin(k) δL δL

δS

δS

∼ R4k4

long-long interactions dictated by gravitational dynamics and symmetries

Effects of short modes fixed by symmetries: EFT of LSS

The rules for long-distance physics do not depend on small-scale details!
Baumann, Nicolis, Senatore, Zaldarriaga (2010)

similar to hydrodynamics



Key ingredients for perturbative description of galaxy clustering

— gravitational nonlinearities: growth of fluctuations, tides etc. 

— large bulk flows: have to be treated nonperturbatively, IR resummation 

— nonlinearities for biased tracers: no mass and momentum conservation 

— redshift space distortions: velocities and UV/IR mixing along the line of sight 

— small scales impact: effective field theory approach, counter terms etc.  



How well does it work?

field level comparisons, no cosmic variance prize to pay
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Figure 5: Comparison of the data for the monopole and the quadrupole (the error bars are

there, barely visible) with the best-fit model.

Figure 6: The residuals for the monopole and the quadrupole, for the best-fit model. The fit

is good, with �2/dof = 12/(24� 9).
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Figure 5: Comparison of the data for the monopole and the quadrupole (the error bars are
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Figure 6: The residuals for the monopole and the quadrupole, for the best-fit model. The fit

is good, with �2/dof = 12/(24� 9).
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How well does it work?

very large volume simulations, realistic galaxies, blind analysis
22

FIG. 13. Posterior distributions from the post-unblinding analyses where one or two additional bias parameters are floated.

1. Residual shot noise

It is known that dark matter halos or associated galax-
ies are not a Poisson sample of the underlying hypothet-
ical continuous distribution [e.g., 114, 115]. As explained
in Sec. III C, the standard shot noise contribution is al-
ready subtracted in the power spectra data files provided
by the Japan Team. The subtracted shot noise contribu-
tion is, strictly speaking, not really an estimate of the ad-
ditional fluctuations associated with the connection be-

tween the underlying smooth field and the discrete point
distribution, but simply the “zero-lag” correlator inher-
ent in a point process. Therefore, the assumption of the
zero shot-noise like term adopted in the blinded analyses
presented in the main text is not guaranteed to be valid.
We study here the impact of adding a nuisance parame-
ter to model the residual shot term, which is relevant for
the monopole moment.

The green contours in Fig. 13 show the result at four
di↵erent kmax as indicated in the figure legend. They



BOSS data reanalysis

Npix ∼ 107 Npix ∼ 1010



Figure 5. CMB-independent cosmological constraints obtained from this work for the baseline
⌫⇤CDM model, as tabulated in Tab. 2. The ‘FS+BAO’ dataset refers to the combination of full-shape
(FS) modelling of unreconstructed power spectra via a one-loop full-shape model and BAO-modelling
of reconstructed power spectra to compute Alcock-Paczynski parameters, incorporating the theoretical
error methodology of Ref. [66], with a joint sample covariance used to unite the two approaches. The
‘FS’ dataset (equivalent to the full-shape analysis of Sec. 2.3) was presented in Ref. [52] and ‘Planck
2018’ refers to Ref. [1]. This plot shows the cosmological constraints obtained from combination of
four BOSS DR12 data chunks, which are displayed separately in Fig. 6. H0 is quoted in km s�1Mpc�1

units.

a result of the paucity of modes in the large-scale regime, which are particularly sensitive to
ns.

In Fig. 6 we show the constraints obtained from analyzing each of the four data chunks
separately, with corresponding parameters given in Tab. 5 of Appendix B. Note that, even in
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H0 = (68.5 ± 1.1) km/s/Mpc

FS + BAO reconstruction

BOSS data reanalysis
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Figure 1: Left panel : The posterior distribution for the late-Universe parameters
H0,⌦m and �8 obtained with priors on !b from Planck (gray contours) and BBN (blue
contours). For comparison we also show the Planck 2018 posterior (red contours) for
the same model (flat ⇤CDM with massive neutrinos). Right panel : The monopole
(black dots) and quadrupole (blue dots) power spectra moments of the BOSS data for
high-z (upper panel) and low-z (lower panel) north galactic cap (NGC) samples, along
with the best-fit theoretical model curves. The corresponding best-fit theoretical
spectra are plotted in solid black and blue. H0 is quoted in units [km/s/Mpc].

adopted in this work allows for a clear comparison between the two experiments at
the level of the fundamental ⇤CDM parameters. Our measurement of H0 is driven by
the geometric location of the BAO peaks, whereas the limits on ⌦m result from the
combination of both the geometric (distance) and shape information. �8 is measured
through redshift-space distortions. We performed several tests to ensure that our
constraints are saturated with these three effects, and confirmed that distance ratio
measurements implemented through the Alcock-Paczynski effect can only marginally
affect the cosmological parameters of ⇤CDM. However, the situation changes in
its extensions, in which the Alcock-Paczynski effect becomes a significant source of
information.

It is important to emphasize that we did not assume strong priors on the power
spectrum shape in our analysis, in contrast with the previous full-shape studies,
which used such priors. In order to explore the relation with those previous works
we ran an analysis with very tight shape priors and obtained essentially the same
results as in Tab. 1. However, in that case ⌦m cannot be viewed as an independently
measured parameter, since the shape priors completely fix the relation between ⌦m
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No CMB input, just BBN

The first measurement of cosmological parameters from LSS only!



LCDM +  +  with BBN priormν Neff

Constraints on the neutrino mass change when FS is added

Planck + BAO: 
Planck + FS + BAO: 

mν < 0.12 eV
mν < 0.16 eV

If we also add relativistic degrees of freedom to the fit

Planck + BAO: 
Planck + FS + BAO: 

Neff = 2.99 ± 0.17
Neff = 2.90 ± 0.15

Interesting in the context of the H0 tension

(H0 = 67.0 ± 1.0)

due to somewhat lower σ8

BOSS data reanalysis



EDE model tries to resolve the Hubble tension changing the early universe physics
Poulin, Smith, Karwal, Kamionkowksi (2018)
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FIG. 2. CMB TT (left panel), EE (middle panel), and TE (right panel) power spectra for ⇤CDM (black, solid) and EDE
(red, dashed), with H0 = 68.07 km/s/Mpc and H0 = 71.15 km/s/Mpc, respectively, and fractional di↵erence between EDE and
⇤CDM (bottom). The fractional di↵erence for TT and EE is normalized to the ⇤CDM spectra, while TE has been normalized
by the variance to accommodate the zero crossings in this spectrum. The model parameters are given in Eqs. (7) and (8) for
EDE and ⇤CDM, respectively, corresponding to the best-fit parameters from [1] in the fit to primary CMB, CMB lensing,
BAO, RSD, SNIa, and SH0ES data.

III. EDE MEETS LSS

As we have observed, the EDE extension of ⇤CDM
can accommodate a larger H0 while maintaining an ex-
cellent fit to the primary CMB anisotropies. However,
this is achieved through a substantial shift in the stan-
dard ⇤CDM parameters when fitting the EDE model,
as can be appreciated by comparing Eqs. (7) and (8).
As discussed in detail in [1], these parameter shifts leave
an imprint on cosmological observables beyond the CMB
primary anisotropies and H0.

The implications for LSS observations can be under-
stood already within linear perturbation theory. For ex-
ample, the relative increase in the physical dark mat-
ter density leads to an increase in the �8 parameter, the
RMS linear-theory mass fluctuation in a sphere of radius

8 Mpc/h at z = 0,

(�8)
2

⌘

Z
d log k

k
3

2⇡2
Plin(k) W

2(kR). (9)

This increase in �8 in turn leads to a relative increase
in the related S8 parameter, S8 ⌘ �8 (⌦m/0.3)0.5, wors-
ening the known tension in ⇤CDM parameter inferences
between CMB and LSS observations (e.g., [19, 42, 43]).

Similarly, the combination f�8(z), where f is the loga-
rithmic growth rate, defined as the logarithmic derivative
of the linear growth factor D(a),

f =
d ln D

d ln a
, (10)

exhibits an increase at the 2-3% level across a range of
redshift [1]. The growth rate determines the linear-theory
prediction for the divergence of velocity perturbations,
✓ = �f�m, the power spectrum of which contributes to

O(5%) changes in the linear power spectrum are “invisible” in the CMB

How about LSS?

BOSS data reanalysis



Improvement compared to

the standard  + BAO analysis fσ8

An example where the FS 

likelihood makes some difference

28

FIG. 13. Posterior distributions for the parameters extracted from the joint Planck 2018 TT+TE+EE+low `+lensing + BOSS
FS+BAO data. We show the results obtained using the standard FS+BAO likelihood (in blue) and the EFT-based likelihood
(in red). For reference, we also display the constraints from the Planck 2018 primary CMB data alone (TT+TE+EE), obtained
in [1]. The gray band shows the H0 measurement from SH0ES, for comparison. The dark-shaded and light-shaded contours
mark 68% and 95% confidence intervals, respectively.

BOSS data reanalysis



Chudaykin, Ivanov (2019)

provement. But once the degeneracy is broken, the gain from adding more of the
bispectrum information is very modest. It would be interesting to understand to
what extent the situation can change after taking into account higher-order multi-
pole moments and the AP effect in the bispectrum, omitted in the present analysis.
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Euclid/DESI-like survey

Euclid/DESI ~ Planck

Future surveys



Conclusions

LSS surveys becoming increasingly more important

High precision on large scales — perturbation theory

The first step, one-loop power spectrum, can be now used routinely

How much more information in the higher order statistics?

How well can we realistically do at the end of the day, can we reach ?fNL ∼ 1

Can we use simulations to put priors on nuisance parameters?


